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The talk presents a robust and efficient method for parameter estimation in negative binomial 
regression. The proposed method is based on the weighted likelihood approach (Agostinelli and 
Markatou, 1998), which has been showed to provide high breakdown point and fully efficient estimates 
in regression frameworks with i.i.d. errors. This approach uses a measure of disparity between the 
empirical distribution of the residuals and the theoretical error distribution to build weights. Therefore, 
when the errors are not i.i.d., as in the negative binomial regression case, its application is more 
difficult. 

The proposed method uses “tail probabilities” (see below), which are i.i.d. even when the errors are 
not, to build the weights. 

Let ��(�, �) be the family of negative binomial distributions and let ��,�~��(�, �). Then 
���,� =
� and ������,� = � + ���. Consider a negative binomial regression model with response 

��0,�0(�)~��(�0, �0(�)), where � is a covariate vector and �0(�) = ℎ−1(�0
��), with ℎ a given link 

function. 

Let ��1, �1�, … , ���, ���	be a random sample and  1, . . . ,  � be random numbers generated from the 
uniform distribution on "0,1#. Then the “tail probabilities” 

$% = & '��0,�0(�%) ≤ �%)−  %& '��0,�0(�%) = �%) , % = 1,… , � 

form a sample from a uniform distribution on "0,1#. Let *% = Φ−1($%), where Φ is the standard normal 
cdf. Then *1, . . . , *�  is a sample from a standard normal distribution. A set of weights is derived from a 
measure of disparity between the empirical cdf of the *% and the standard normal cdf. These weights are 
used in a weighted likelihood procedure which yields robust and fully efficient estimates of �0 and �0. 

The algorithm used to compute these estimates needs to be given a robust and √�–consistent starting 
point. To this purpose we use a combination of Han’s maximum rank correlation estimator (1986) and 
an M-type estimator. 

The proposed method is actually quite general and can be applied to a large variety of regression 
frameworks where the errors are not necessarily i.i.d. and can involve shape parameters (like � in the 
negative binomial regression case). 
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